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Abstract. Our paper deals with an on-going Project in the framework of which,
by means of open-source and free tools, a family of web corpora is being created
that would (to a large extend) deserve the designation of being “comparable”. A
summary of results after the first stage of the Project is given, and experiences
with the tools are commented.
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1 Introduction

In spring 2013, a new web crawler, SpiderLing, has been released. This tool was the
last missing stone in the mosaic of open-source and free tools for effective creation and
annotation of web corpora. Thanks (mostly) to Computational Linguistics Departments
at the Masaryk University in Brno and the University of Stuttgart, this mosaic now
contains the following elements:

– SpiderLing [17] (a specialized crawler for downloading textual data from the web)
– chared (Python module for web page encoding detection, taking into consideration
the expected language of the web page)

– trigrams (Python module for web page language detection)
– jusText [13] (utility for boilerplate removal)
– Onion [13] (deduplication utility based on n-grams)
– Tree Tagger [16] (tokenization and PoS tagging tool with parameter files for many
languages

– NoSketch Engine [14] (corpus manager)

In our Project, by means of all the tools mentioned, we decided to create a
family of web corpora that would (to a large extend) deserve the designation of
being “comparable”, i.e. the data would be downloaded at (approximately) the same
time, they would contain similar (web-specific) composition of text types, genres
and registers, would be of the same size, and would be available at one place via
the unified access mechanism. The project can be described as Slovak-centric, as it
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should (in the first phase) cover the languages used and/or taught in Slovakia and the
neighbouring countries, i.e. Slovak, Czech, German, Hungarian, Polish, Ukrainian and
English, French, Spanish, Italian and Russian.

2 Corpus Design Decisions

Why we need other corpora? Besides our interest in testing the new corpus-building
tools, the motive for starting our Project was the lack of suitable corpora that could
be used by students of foreign languages and translation studies at our University. The
existing corpora presented in [2] and [15] do not cover all languages needed. As for
corpora described in [8] and hosted at the Sketch Engine web site,3 they (1) are not
available for downloading, (2) are typically too large for classroom use, and (3) have
too different sketch grammars, which makes them difficult to use in a mixed-language
classroom.

We expect that a family of corpora for several languages of equal size and built
by standardized methodology can not only be used for teaching purposes, but also in
linguistic research (contrastive studies) and in lexicography (both mono- and bilingual).

The names: For our corpora, we have decided to use “language-neutral” Latin
names denoting the language of the texts and their size. The whole corpus family is
called Aranea,4 and the respective members bear the appropriate language name, e.g.
Araneum Anglicum, Araneum Germanicum, Araneum Russicum for English, German
and Russian, respectively, etc.

The sizes: Each corpus will exists in several editions, differing by their sizes. The
basic medium-sized version, Maius (“greater”), will contain approximately 1.2 billion
of tokens. This size is expected to contain at least 1 billion words, and can be reached
relatively quickly for all participating languages. For the “large” ones with plenty of
web data available it usually takes just one or two days to download the source data.
The 10% random sample ofMaius, calledMinus (“smaller”), is to be used for teaching
purposes. A 1% sample, Minimum (“minimal”), is not intended to be used directly by
the end users, and is utilized in debugging of the processing pipeline and tuning the
sketch grammars. And lastly, the largestMaximum (“maximal”) edition will contain as
much data as can be downloaded from the web for the particular language, and its size
is mostly determined by the configuration of the server.

3 Crawling and Preprocessing

All source data acquisition is being performed by means of SpiderLing, a web crawler
optimized for collecting textual data from the web. The system contains an integrated
character encoding (chared.py) and language recognition (trigrams.py) module, as well
as a tool for boilerplate removal (jusText).

The input seed URLs have initially been harvested by various methods. At present,
the procedure has been standardized to consist of these steps:5 (1) Take first two
3 http://www.sketchengine.co.uk
4 Araneum (pl. aranea, n.) is the Latin expression both for spider and (spider)web.
5 The procedure has been partially inspired by [6].

http://www.sketchengine.co.uk
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paragraphs of the documents as follows: (a) Universal Declaration of the Human
Rights, (b) Bible (John 1:1), (c) Wikipedia article for a concrete noun (“bicycle”),
and (4) Wikipedia article for an abstract noun (“love”); (2) Tokenize and deduplicate
the resulting wordlist, sort randomly; (3) Use the wordlist in several steps as seed
for BootCAT [1], collect list of URLs (do not download the web pages themselves);
(4) Deduplicate and filter the resulting URL list.

Using this method, we were quickly able to get several thousands of URLs that were
subsequently used as seed for SpiderLing.

Several input parameters of the crawling process can (or must) be set by the user,
most notably the language name, a file containing sample text in the respective language
(to produce a model for language recognition), language similarity threshold (a value
between 0 and 1 (default 0.5), number of parallel processes, and the crawling time.

In our processing, we usually crawled in 24-hour slots (the process could be later
restarted) with all other values set to defaults. The only exception was crawling for
Slovak and Czech, where we crawled in 7-day slots, as the process was much slower
for these languages. The language similarity threshold had also to be changed in case
of Slovak and Czech. As these languages are fairly similar, the trigram method did not
seem to be able to distinguish between them sufficiently. We have therefore increased
the threshold value to 0.65 (saving many “good” documents, and causing many “wrong”
ones to pass the filter) and removed the unwanted texts by subsequent filtration based
on character frequencies.6

Table 1 shows the share of eight most frequent top-level domains (TLDs) in
documents for the respective languages (in percents).

Table 1. TLD distribution (in %).

de en es fr pl ru sk
.de 71.34 .com 53.35 .com 45.52 .com 38.18 .pl 81.31 .ru 71.78 .sk 86.64
.com 10.55 .org 19.06 .es 20.11 .fr 33.41 .com 6.16 .com 10.95 .com 4.76
.at 5.26 .uk 6.67 .org 8.92 .org 9.86 .eu 4.69 .ua 6.42 .eu 3.99
.ch 3.78 .edu 5.10 .net 5.67 .net 5.45 .net 2.07 .org 2.97 .net 1.53
.net 3.34 .net 3.57 .ar 5.32 .ca 4.99 .info 1.80 .net 2.92 .cz 1.42
.org 2.76 .au 2.31 .mx 3.19 .be 3.09 .org 1.61 .info 2.56 .org 0.88
.info 1.57 .ca 1.85 .cl 2.92 .ch 2.20 .biz 0.51 .by 1.12 .info 0.54
.eu 1.18 .gov 1.53 .info 0.94 .info 1.59 .sk 0.36 .su 1.10 .rs 0.06
other 0.22 other 6.54 other 7.40 other 1.21 other 1.49 other 0.18 other 0.17

Quite consistent with our expectation, the national TLDs prevail in all languages
spoken predominantly in a single country, and the “other” item is really significant only
for languages spoken in many countries (English and Spanish).

Filtration: Besides the standard cleanup provided by the SpiderLing itself, we made
use of some filters originally developed for our older Slovak web corpus, most notably

6 The idea is (conceptually) based on counting frequencies of graphemes present in Slovak (“ä”,
“ľ”, “ô”), and Czech (“ě”, “ř”, “ů”) only, respectively.
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to normalize representation of white space and special graphic characters, and to remove
documents with misinterpreted encoding and/or having non-standard distribution of
punctuation and uppercase characters (two few punctuation and/or too many uppercase
chars usually mean that a page does not contain a “discursive” text). We also performed
segmentation of the text on sentence boundaries by means of a rather rudimentary
procedure (this segmentation was later used in deduplication).

Table 2 shows some statistics on the downloaded and preprocessed web data.

Table 2. Data downloaded, filtered and normalized.

Domains Docs Tokens Docs per Tokens
domain per doc

de 80,722 2,332,921 1,200,000,087 28.9 514.4
en 23,968 1,163,007 1,200,048,075 48.5 1031.8
es 22,343 1,439,567 1,049,739,252 64.4 729.2
fr 48,398 1,780,315 1,233,336,202 36.8 692.8
pl 58,338 1,783,411 1,110,120,825 30.6 622.5
ru 37,200 1,034,734 1,216,800,424 27.8 1176.0
sk 33,037 1,724,512 1,200,003,757 52.2 695.9

Deduplication: The whole procedure (described in more detail in our recent pa-
per [3]) will finally consists of three stages. The first stage detects the near-duplicate
documents by means of the Onion utility (similarity threshold 0.95), and the duplicate
documents are deleted. The second stage deduplicates the remaining text at the para-
graph level using the same procedure and settings. The tokens of the duplicate para-
graphs, however, are not deleted but rather they are marked to make them “invisible”
during corpus searches, while they can be displayed as context at the boundary of non-
duplicate and duplicate text. In the last stage, we make use of our own tool based on the
fingerprint method (with ignoring punctuation, special graphics characters and digits) to
deduplicate the text at the sentence level. The tokens of duplicate sentences are marked
similarly to the previous stage. This last step can “clean up” the duplicities among the
short segments that fail to be detected as duplicates by Onion [13].

At present, only the fingerprint sentence deduplication has been used, and the
whole procedure was postponed to later stages (to produce the upgraded version of our
corpora). The results of the process can be seen in Table 3.

4 Linguistic Annotation

For all languages covered by parametric/dictionary files of Tree Tagger [16], this tagger
has been used to annotate the respective corpora. For Polish, the TaKIPI [12], and for
Czech, the Morče [7] taggers were used, respectively. The question of tools for PoS
tagging of Hungarian and Ukrainian has not been resolved yet.

To simplify the creation of compatible sketch grammars, all native tagsets are
mapped into the Araneum Universal Tagset (AUT) [4] (partially inspired by the Google
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Table 3. Segmentation and deduplication.

Sentences Sentences Tokens % of tokens
per doc per sentence removed

de 71,964,893 30.8 16.7 29.61
en 56,922,473 48.9 21.1 24.93
es 43,301,352 30.1 24.2 26.69
fr 54,650,594 30.7 22.6 26.57
pl 67,992,427 38.1 16.3 35.98
ru 69,180,355 66.9 17.6 21.10
sk 68,380,608 39.7 17.5 47.16

Universal PoS Tagset [11]) creating a secondary layer of morphosyntactic annotation.
The AUT PoS tags are shown in Table 4.

Table 4. Araneum Universal Tagset.

aTag PoS aTag PoS
Dt determiner/article Ij interjection
Nn noun Pt particle
Aj adjective Ab abbreviation/acronym
Pn pronoun Sy symbol
Nm numeral Nb number
Vb verb Xx other (content word)
Av adverb Xy other other (function word)
Pp preposition/postposition Yy unknown/alien/foreign
Cj conjunction Zz punctuation

Besides the traditional 11 word classes, AUT contains 7 more items to accommodate
information provided by the individual native tagsets (that is being merged into single
a tag by the Google Universal PoS Tagset). Table 5 shows the share (in percents) of the
respective word classes in seven Aranea corpora:

We can see that the numbers for the respective languages are surprisingly similar,
with the exception of the “other” value Slovak, caused by some peculiarities of the SNK
tagset.7

The subsequent filtration fixes some known tagger issues for the respective lan-
guages, namely the misassigned tags for several punctuation and special graphic char-
acters (that are often tagged as nouns, verbs, or adjectives). For some languages, an
additional tag with masked subcategories for gender and number is created, that can be
later used by some rules within the respective sketch grammars.

7 The SNK [5] tagset assigns a word class of its own for reflexive formants (“sa”, “si”) and for
participles, with both having fairly high frequencies in the corpus.
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Table 5. PoS distribution (in %).

de en es fr pl ru sk
Dt 9.17 9.31 10.17 10.58 0.00 0.00 0.00
Nn 24.48 26.19 24.05 23.06 28.28 27.48 27.36
Aj 8.30 6.95 6.16 6.30 12.39 8.45 8.76
Pn 8.48 5.56 3.64 7.68 1.52 9.27 6.99
Nm 2.19 2.02 2.96 2.32 0.60 2.69 1.04
Vb 12.02 15.15 14.09 12.84 15.46 11.32 11.87
Av 5.21 4.83 2.97 4.86 2.10 3.64 2.32
Pp 9.06 10.44 12.72 15.43 10.20 9.22 9.23
Cj 5.12 3.42 7.72 4.18 5.87 6.18 5.85
Ij 0.02 0.05 0.00 0.06 0.00 0.07 0.04
Pt 1.71 0.34 3.11 0.00 5.32 2.68 2.62
Zz 13.64 12.50 11.82 12.11 5.02 18.99 14.55
other 0.61 3.24 0.58 0.57 3.22 0.00 9.38

5 Corpus Access

The standard environment for users to access the corpus data is the open-source
NoSketch Engine developed at the Faculty of Informatics of the Masaryk University in
Brno [14]. It is a mature, stable and user-friendly corpus manager offering all traditional
concordancing- and wordlist-related search and display functions with queries based on
wordform, lemma or PoS tag with optional use of regular expressions and the powerful
Corpus Query Language (CQL). For users having an account at the Sketch Engine site,
the installed versions of the Aranea corpora with compatible sketch grammars offer full
capabilities of that system [10]. The source versions of the corpus data can be made
available for download (for research and educational purposes). Note, however, that the
copyright status of the data is not clear and users from countries where this might cause
legal problems will have to solve this issue themselves.

6 The Sketch Grammar

For all corpora, compatible sketch grammars have been written. Their main idea is
having an equal number of gramrels (and word sketch tables displayed) for all word
classes across all languages. The principles and main design decisions behind creation
of compatible sketch grammars are discussed in our work [4]. The Appendix contains
an example of compatible word sketches generated from two Aranea corpora.

7 Current State of the Project

At the time of writing this Paper (May 2014), the basic medium-sized Maius (as
well as the smaller Minus) Aranea editions for seven languages (Russian, French,
German, Spanish, Polish, English, and Slovak) have been created, and compatible
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sketch grammars have been written for all of them. For Slovak, the Araneum Slovacum
Maximum (cca. 3 billion tokens) has also been compiled. Data for the Czech Araneum
Bohemicum have been downloaded and filtered, and is being tagged at present. The
downloading of data for the remaining languages of the “inner circle” (Hungarian,
Ukrainian and Italian) will follow soon and the first stage of the Project is expected
to complete by the end of 2014.

8 Conclusion and Further Work

The Aranea project has showed that by using the available open-source and free tools,
billion-token web corpora can be created with minimal additional programming. After
our processing pipeline has been tuned, a corpus for a new language (provided that a
PoS tagger is available), including creation of a new sketch grammar, can typically be
produced in some two weeks.

Our further activities are expected to follow several tracks. Firstly, based on the
feedback from the users of our corpora, we would like to improve the data (filtration,
tokenization, better deduplication, and tagging) of the existing corpora, and, where
possible, to provide for alternative layer(s) of annotation, e.g. by using different taggers.
Secondly, we want to include more languages into our Aranea corpus family, at least
those taught as foreign languages at the Slovak universities (provided that suitable
taggers exist for them). And lastly, we plan to compare the Aranea corpora among
themselves and with other available web-based corpora for matching languages by
means of methodology described in [9], and try to establish the degree of their mutual
“comparability”.
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Appendix

Word sketches (collocation profiles) for the verb “drink” (“boire”) generated by Sketch
Engine from Araneum Anglicum Maius and Araneum Francogallicum Maius. The
gramrel (table) names denote collocational relationships. The “X” symbol stand for
the keyword, i.e. the lemma the word sketch is made for. The left-hand and right-
hand collocates are indicated by the respective PoS abbreviations. The “Y” stands for
collocates of any PoS, and the “Z” indicates a collocate of PoS not covered by the
“explicit” rules (i.e. a “catch all” rule).
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